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Goal: Estimate transport-active flow from SWOT SSH

u surface  =           u g            +            u a           +           u w  

h surface  =           h g            +            h a           +           h w 

geostrophic 
(easy if only!)

balanced 
ageostrophic  
(e.g. fronts)

wave  
(IGW + tide)

want these 
transport-
active parts

no transport, 
multiple sources, 
aliased onto  
balanced flow 😩 

no simple diagnostic inversion from SSH 😩
AND no general method 
to separate parts 😩



• [Balwada et al 2021] Vorticity, strain, divergence (surface, snapshot) JPDF 
⟹  feature identification, lateral scale:  quantifies vertical flux in fronts

• [New] JPDF also identifies wave signature 
⟹  suggests way to estimate submesoscale flux from (wavy) SWOT SSH

• [Jones et al 2022] Used Lagrangian filtering to filter waves from LLC4320 
surface data near Agulhas (winter) 
⟹  "truth" signal on which to train CNN to filter waves

• [New] Training CNN to estimate vort, strain, div from ≈ wave-free data 
⟹  get transport-active flow directly from SSH

• [Hope] Learn dynamical balance governing ua and ha, add to cost function 
⟹  robust, transferable algorithm to extract transport from SWOT SSH

Outline / Approach
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Experimental Setup

Tracer accumulation below ML is much higher 
in 1km run (after 1 year) 

Why?  Strengthening of large fronts? Or do 
small-scale, fast fronts contribute significantly?

Channel, 20002 x 3 km, 1 km ridge 

Constant wind, buoyancy forcing

LLC closures, 76 levels


Res:  20km, 5km and 1km  

After spin up, passive tracer forced at top boundary
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Figure 2. Panels (a)–(c) show isosurfaces of tracer concentration 0.1 colored by the surface depth at 30 days after the tracer injection at the surface is started, for
resolutions 1, 5, and 20 km, respectively. The view is from a northwest corner at depth, looking toward the surface and southeast. Panels (d)–(f ) show tracer
concentration fields at a depth of 100 m below the base of the mixing layer and 360 days after the tracer injection for the same three resolutions, respectively. All
the tracer analyses in this paper were performed for the region represented by the dashed lines in (e).

filaments associated with the larger fronts and stronger vertical velocities (undulations in the isosurface). At
higher resolution, the uniform smooth tracer penetration is curbed (the uniform regions that were brown in
the low resolution are now red) due to shallower mixing layers; however, numerous fronts and eddies lead to
intermittent penetration of tracer in vertical filaments to significantly greater depths (blue colors). An increase
in resolution also causes an increased cascade of tracer variance to smaller scales (Figures 2d–2f ), which is
correlated to the vorticity structure as seen at the surface. There is a region of deep tracer penetration along
the southern boundary, where deep mixing layers are found.

4.1. Tracer Accumulation Budget
We computed a tracer budget in a control volume that is limited meridionally between 600 and 1,400 km
(dashed region in Figure 2e), is zonally periodic, and extends vertically from the bottom to depth z∗. The
meridional extent is chosen to minimize the influence of the deep mixing layers along the southern boundary
on the budget analysis. Integrating tracer equation (1) over this control volume gives
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(3)

where the left-hand side is the rate of change of the accumulation. The accumulation is defined as the total
amount of tracer stored in the control volume, which can increase or decrease by the fluxes at the boundaries
of the control volume. The first integral on the right-hand side is the contribution to the increase in accumula-
tion due to horizontal fluxes, and the second integral is the contribution to the increase in accumulation due
to the vertical velocity, the vertical diffusion, and the flux of tracer at the surface by the forcing. The function
#(z) is the delta function and signifies that the tracer flux is only active at the surface.
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Abstract Upper-ocean submesoscale fronts, with their associated strong vertical velocities, are often
claimed to play a significant role in subducting tracers into the interior. The role of these submesoscale
processes in restratifying the mixed layer is now well recognized, but whether they simultaneously flux
tracers through the base of the boundary layer remains an open question. We vary the resolution in a
semirealistic channel model to control turbulent processes at various scales and study their influence
on tracers. It is found that the submesoscale-permitting simulations flux far more tracer downward
than the lower-resolution simulations: The 1-km simulation takes up 50% more tracer compared to the
20-km simulation, despite the increased restratifying influence of the resolved submesoscale processes.
A full frequency-wave number cross-spectra of the vertical velocity and vertical tracer flux show that
the high-frequency inertia-gravity waves that appear in the highest-resolution simulation play no role in
irreversible downward tracer transport.

Plain Language Summary The oceanic uptake and storage of anthropogenic carbon plays a
central role in the global carbon budget, and a significant fraction of this uptake occurs in the Southern
Ocean. It is well established that the eddies and fronts, turbulent fluctuations of the flow, are important
for this uptake, but the relative influence of different scales is less understood. The eddies and fronts
associated with the submesoscale (1–50 km) have been recognized to play a leading role in shallowing
the surface boundary layer depths, but the role of the strong vertical velocities, which are generally
associated with these features, in transporting fluid below the mixed layer remains unknown. Here we
investigate these questions using an idealized Southern Ocean model with an imposed tracer source at
the surface. The model resolution is varied as a means to include or omit turbulent processes at various
scales. We find that the submesoscale-permitting simulations flux far more tracer downward than the
lower-resolution simulations, despite the reduction in the depths of the vigorously mixed boundary layers.
We also found that inertia-gravity waves, which are ubiquitous in the ocean and are generally associated
with very strong vertical velocities, had no impact on the net tracer flux.

1. Introduction

The Earth’s oceans store large reservoirs of carbon dioxide, oxygen, and other biogeochemical tracers in the
subsurface water column—about 30% of the anthropogenic CO2 produced in the industrial era has been
sequestered in the ocean (Ciais et al., 2014). These tracers are exchanged across the air-sea interface, at a rate
controlled in part by the concentration gradient at the boundary between the atmosphere and the ocean.
The concentration levels at this interface, for both the atmosphere and ocean, are controlled by the physical
processes that connect the interface to the interior of the two reservoirs, in addition to biological or chemical
reactions that can locally change the concentrations. The focus of this study is ocean subduction, the process
by which material in the boundary layer is physically transported into the interior.

Both mean circulation and transient eddies play an important role in controlling the rate of tracer subduction
and setting the mean tracer patterns that are observed in the ocean. Conventionally, the tracers are mixed
from the surface to the depth of the mixed layer by strong convection and 3-D mixing in the boundary lay-
ers and then transported along isopycnals into the interior of the ocean by mean geostrophic circulations
(Stommel, 1979) and mesoscale eddies (Abernathey et al., 2013; Redi, 1982). The Southern Ocean has a par-
ticularly strong contribution to net tracer subduction, approximately 40% of the total anthropogenic carbon
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Tracer @  z = MLD+100m, t = 1 year



A statistical approach
Can the statistics of the flow cleave the 
flux by process and scale? **

Vertical Fluxes Conditioned on Vorticity and Strain Reveal Submesoscale Ventilation
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ABSTRACT: It has been hypothesized that submesoscale flows play an important role in the vertical transport of cli-
matically important tracers, due to their strong associated vertical velocities. However, the multiscale, nonlinear, and
Lagrangian nature of transport makes it challenging to attribute proportions of the tracer fluxes to certain processes, scales,
regions, or features. Here we show that criteria based on the surface vorticity and strain joint probability distribution
function (JPDF) effectively decompose the surface velocity field into distinguishable flow regions, and different flow fea-
tures, like fronts or eddies, are contained in different flow regions. The JPDF has a distinct shape and approximately parses
the flow into different scales, as stronger velocity gradients are usually associated with smaller scales. Conditioning the
vertical tracer transport on the vorticity–strain JPDF can therefore help to attribute the transport to different types of flows
and scales. Applied to a set of idealized Antarctic Circumpolar Current simulations that vary only in horizontal resolution,
this diagnostic approach demonstrates that small-scale strain-dominated regions that are generally associated with sub-
mesoscale fronts, despite theirminuscule spatial footprint, play an outsized role in exchanging tracers across themixed layer
base and are an important contributor to the large-scale tracer budgets. Resolving these flows not only adds extra flux at the
small scales, but also enhances the flux due to the larger-scale flows.

KEYWORDS: Ocean; SouthernOcean; Channel flows;Mass fluxes/transport; Transport; Upwelling/downwelling; Vertical
motion; Frontogenesis/frontolysis; Tracers

1. Introduction

Accurate projections of future climate depend crucially on
our ability to constrain and predict themagnitude, distribution,
and efficiency of oceanic uptake of heat, oxygen, carbon, and
other important biogeochemical tracers. This tracer transport
is influenced by flows at many scales. While the importance of
mean flows and mesoscale eddies in transporting tracers has
been recognized for many decades (Price et al. 1987; Marshall
et al. 1993; Marshall 1997), recent evidence has suggested a
significant contribution from submesoscale flows.

Submesoscale flows are characterized by Rossby (Ro) and
Richardson (Ri) numbers that approach unity and are associ-
ated with lateral scales roughly an order of magnitude smaller
than the first internal deformation radius. This deviation
from geostrophy allows strong vertical velocities to develop.
They are usually more active near a boundary and can emerge
from instabilities of a mean horizontal buoyancy gradient
(Boccaletti et al. 2007; Fox-Kemper et al. 2008; Callies et al.
2016), stirring by mesoscale eddies (Hoskins and Bretherton
1972; Lapeyre and Klein 2006; Roullet et al. 2012), or by in-
teractions of fronts with surface forcing (Thomas et al. 2008).
Regardless of the generation mechanism, these scales play a

dominant role in setting the mixed layer properties (Su et al.
2018) and are thought to be key in transporting tracers across
the mixed layer base (e.g., Ferrari 2011; Lévy et al. 2018;
Mahadevan et al. 2020; Uchida et al. 2020).

Observational evidence highlighting the strong vertical
transport associated with individual submesoscale fronts has
grown over the years (Omand et al. 2015; Adams et al. 2017;
Olita et al. 2017; Ruiz et al. 2019; Archer et al. 2020; Siegelman
et al. 2020). Signatures of this transport are usually observed as
tracer filaments penetrating across the base of the mixed layer
along an isopycnal, or as strong vertical velocities that extend
far below the mixed layer base. However, observationally as-
sessing the impact of these structures on regional and global
scales remains challenging, due to a lack of statistical knowl-
edge about their strength and frequency.

Modeling studies have suggested that resolving submesoscale
flows quantitatively changes the tracer exchange across the
mixed layer base. Such models include those that simulate
single flow features like fronts or eddies (Mahadevan and
Tandon 2006; Ramachandran et al. 2014; Brannigan 2016;
Freilich and Mahadevan 2019), as well as those using large
domains that are many deformation radii in size and represent
a large region of the ocean (Lévy et al. 2001; Balwada et al.
2018; Klocker 2018; Uchida et al. 2019; Bachman and Klocker
2020). However, even given the complete spatiotemporal data
provided by models, the attribution of the enhanced vertical
transport to specific submesoscale processes, dynamics, or
scales is not straightforward.

The difficulty in attribution can be appreciated by consid-
ering the flow and tracer transport in the submesoscale-
resolving simulation of Balwada et al. (2018) (described in

Denotes content that is immediately available upon publica-
tion as open access.

Dhruv Balwada and Qiyu Xiao contributed equally to this work.

Corresponding author: Dhruv Balwada, dbalwada@uw.edu

SEPTEMBER 2021 BALWADA ET AL . 2883

DOI: 10.1175/JPO-D-21-0016.1

! 2021 American Meteorological Society. For information regarding reuse of this content and general copyright information, consult the AMS Copyright
Policy (www.ametsoc.org/PUBSReuseLicenses).

�����������"����"���!��������� �����"�#�����������������#�
�!���������������������������	

Vertical Fluxes Conditioned on Vorticity and Strain Reveal Submesoscale Ventilation

section 2a). The surface vorticity field clearly indicates the
presence of submesoscale features like fronts and eddies
(Fig. 1a), and a passive tracer that is introduced at the surface
reaches the interior in filaments and curtains that correspond
visually with these features (Fig. 1b). This correspondence
results from two factors1: the tracer is being injected into the
interior in regions associated with the strong submesoscale
filaments and fronts, and more importantly, once a tracer fil-
ament reaches sufficient depth, it gets stirred by the dominant
horizontal flow associated with these features at that depth. It
is important to note that the vertical velocity and tracer flux are
highly variable: a snapshot of vertical velocity is largely dom-
inated by high-frequency waves (Fig. 1c), and the magnitudes
of vertical flux in a snapshot (Figs. 1d,e) are two orders of
magnitude larger than its respective spatial average (Fig. 1f).
This suggests that a certain degree of spatiotemporal averaging
is required to elucidate the vertical transport process.

A number of different approaches have been used to attri-
bute transport to flow features or scales. The simplest, but
crudest, approach is Eulerian averaging over a spatial region
that is primarily associated with the features of interest (e.g.,
Balwada et al. 2018; Klocker 2018; Freilich and Mahadevan
2019). Estimating the wavenumber and/or frequency cross-
spectrum of the vertical fluxes over a fixed region helps provide
more insight by distinguishing the influence of different scales.

For example, Balwada et al. (2018) compared spectra of ver-
tical velocities and fluxes to show that internal waves, which
dominate the vertical velocities, have a negligible impact on
the tracer flux. However, this study also showed that the ver-
tical flux has a broadband signal, with a wide range of scales
contributing comparably. This broadband signal can be par-
tially understood by noting that a sharp front has a broadband
signal in a power spectrum (a result of the scaling theorem),
instead of a sharp peak, and only the shape of this spectrum
is not sufficient to know that it represents a sharp front (Armi
and Flament 1985; Franks 2005). Further, spectra of Eulerian
fields may also suffer from Doppler shifting: a geostrophically
balanced front being advected through a region by the meso-
scale flow may have an imprint at the superinertial frequencies
and suggest a lack of balance where none is present (Callies
et al. 2020).

Another approach is based on identifying coherent struc-
tures and estimating statistics following these structures. The
simplest identification methods define structures based on
some simple criteria [e.g., Capet et al. (2008) used a threshold
on the second derivative to define fronts], while the most
complex determine the structures using algorithms derived
rigorously from continuum mechanics and dynamical systems
theory (Haller 2015). The flow field is essentially cleaved into
regions that are identified as coherent structures, under par-
ticular selection criteria, and everything else. However, it is
often found that the regions around but outside the structure
boundaries are actually the most important for transport
(Abernathey and Haller 2018; Zhang et al. 2020). Furthermore,
in the presence of high-frequency motions (e.g., inertia–gravity

FIG. 1. The (a) surface vorticity, (b) tracer concentration, (c) vertical velocity, and (d) vertical tracer flux at 100-m depth 10 days after the
tracer source is introduced at the surface in a small region downstream of the ridge. (e) Histogram of vertical flux in the chosen region at
three different times. (f) Time series of the mean tracer flux in the chosen region. Notice that the mean tracer flux is almost two orders of
magnitude smaller than the range of the instantaneous fluxes.

1 Readers can also refer to the movies of the tracer field evolu-
tion in these simulations that are provided in the supplementary
material of Balwada et al. (2018).
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ABSTRACT: It has been hypothesized that submesoscale flows play an important role in the vertical transport of cli-
matically important tracers, due to their strong associated vertical velocities. However, the multiscale, nonlinear, and
Lagrangian nature of transport makes it challenging to attribute proportions of the tracer fluxes to certain processes, scales,
regions, or features. Here we show that criteria based on the surface vorticity and strain joint probability distribution
function (JPDF) effectively decompose the surface velocity field into distinguishable flow regions, and different flow fea-
tures, like fronts or eddies, are contained in different flow regions. The JPDF has a distinct shape and approximately parses
the flow into different scales, as stronger velocity gradients are usually associated with smaller scales. Conditioning the
vertical tracer transport on the vorticity–strain JPDF can therefore help to attribute the transport to different types of flows
and scales. Applied to a set of idealized Antarctic Circumpolar Current simulations that vary only in horizontal resolution,
this diagnostic approach demonstrates that small-scale strain-dominated regions that are generally associated with sub-
mesoscale fronts, despite theirminuscule spatial footprint, play an outsized role in exchanging tracers across themixed layer
base and are an important contributor to the large-scale tracer budgets. Resolving these flows not only adds extra flux at the
small scales, but also enhances the flux due to the larger-scale flows.

KEYWORDS: Ocean; SouthernOcean; Channel flows;Mass fluxes/transport; Transport; Upwelling/downwelling; Vertical
motion; Frontogenesis/frontolysis; Tracers

1. Introduction

Accurate projections of future climate depend crucially on
our ability to constrain and predict themagnitude, distribution,
and efficiency of oceanic uptake of heat, oxygen, carbon, and
other important biogeochemical tracers. This tracer transport
is influenced by flows at many scales. While the importance of
mean flows and mesoscale eddies in transporting tracers has
been recognized for many decades (Price et al. 1987; Marshall
et al. 1993; Marshall 1997), recent evidence has suggested a
significant contribution from submesoscale flows.

Submesoscale flows are characterized by Rossby (Ro) and
Richardson (Ri) numbers that approach unity and are associ-
ated with lateral scales roughly an order of magnitude smaller
than the first internal deformation radius. This deviation
from geostrophy allows strong vertical velocities to develop.
They are usually more active near a boundary and can emerge
from instabilities of a mean horizontal buoyancy gradient
(Boccaletti et al. 2007; Fox-Kemper et al. 2008; Callies et al.
2016), stirring by mesoscale eddies (Hoskins and Bretherton
1972; Lapeyre and Klein 2006; Roullet et al. 2012), or by in-
teractions of fronts with surface forcing (Thomas et al. 2008).
Regardless of the generation mechanism, these scales play a

dominant role in setting the mixed layer properties (Su et al.
2018) and are thought to be key in transporting tracers across
the mixed layer base (e.g., Ferrari 2011; Lévy et al. 2018;
Mahadevan et al. 2020; Uchida et al. 2020).

Observational evidence highlighting the strong vertical
transport associated with individual submesoscale fronts has
grown over the years (Omand et al. 2015; Adams et al. 2017;
Olita et al. 2017; Ruiz et al. 2019; Archer et al. 2020; Siegelman
et al. 2020). Signatures of this transport are usually observed as
tracer filaments penetrating across the base of the mixed layer
along an isopycnal, or as strong vertical velocities that extend
far below the mixed layer base. However, observationally as-
sessing the impact of these structures on regional and global
scales remains challenging, due to a lack of statistical knowl-
edge about their strength and frequency.

Modeling studies have suggested that resolving submesoscale
flows quantitatively changes the tracer exchange across the
mixed layer base. Such models include those that simulate
single flow features like fronts or eddies (Mahadevan and
Tandon 2006; Ramachandran et al. 2014; Brannigan 2016;
Freilich and Mahadevan 2019), as well as those using large
domains that are many deformation radii in size and represent
a large region of the ocean (Lévy et al. 2001; Balwada et al.
2018; Klocker 2018; Uchida et al. 2019; Bachman and Klocker
2020). However, even given the complete spatiotemporal data
provided by models, the attribution of the enhanced vertical
transport to specific submesoscale processes, dynamics, or
scales is not straightforward.

The difficulty in attribution can be appreciated by consid-
ering the flow and tracer transport in the submesoscale-
resolving simulation of Balwada et al. (2018) (described in
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divergence normalized by the absolute value of the Coriolis
frequency D/jf0j.

Snapshots of vorticity, strain, and tracer concentration at
three resolutions, presented in Fig. 2, clearly show the presence
of coherent features, with the visually prominent features be-
coming smaller in size and stronger in magnitude as resolution
is increased. In fact, the coherent features roughly correspond
to distinct signatures in vorticity and strain: cyclones have a
prominent high vorticity core and a weak imprint on strain,
fronts are associated with high-vorticity and high-strain fila-
ments, and so forth. The asymmetry in the vorticity field is also
clear at higher resolutions: the vorticity map is composed of a
broad but relatively weak negative vorticity soup punctuated

with sharp and long positive vorticity filaments and vortices.
Furthermore, the imprint of these flow features on the tracer is
clear, even below the mixed layer.

The distinct signature of different flow features on vorticity,
strain, and tracer concentration suggests that a statistical ap-
proach may reveal more quantitative connections. Inspired by
results presented in Shcherbina et al. (2013), we consider the
JPDF of surface vorticity and strain,

P(z,s), where

ðð

R

P(z,s) dz ds5 1, (3)

and the conditional means of different variables conditioned
on the surface vorticity and strain [(.)zs]. See appendix B for

FIG. 2. Snapshot of (a),(d),(g) surface vorticity; (b),(e),(h) surface strain; and (c),(f),(i) tracer concentration at the base of the mixed layer at
(top) 1-, (middle) 5-, and (bottom) 20-kmresolutions. The vorticity and strain are normalized by theCoriolis frequency.The snapshots are taken 4
months after the tracer forcing is turnedon.Thehorizontal dashed lines at y5 500 and 1500km in (a) encompass the analysis regionused formost
of the diagnostics in this study, and the dashed box downstream of the ridge indicates the region that is used for the fields in Fig. 4.
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to distinct signatures in vorticity and strain: cyclones have a
prominent high vorticity core and a weak imprint on strain,
fronts are associated with high-vorticity and high-strain fila-
ments, and so forth. The asymmetry in the vorticity field is also
clear at higher resolutions: the vorticity map is composed of a
broad but relatively weak negative vorticity soup punctuated

with sharp and long positive vorticity filaments and vortices.
Furthermore, the imprint of these flow features on the tracer is
clear, even below the mixed layer.

The distinct signature of different flow features on vorticity,
strain, and tracer concentration suggests that a statistical ap-
proach may reveal more quantitative connections. Inspired by
results presented in Shcherbina et al. (2013), we consider the
JPDF of surface vorticity and strain,
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of the diagnostics in this study, and the dashed box downstream of the ridge indicates the region that is used for the fields in Fig. 4.
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q
(ux � vy)2 + (uy + vx)2 � = ux + vy

Vorticity Strain Divergence

[see also Shcherbina et al (2013 GRL)]

Consider vorticity, strain, divergence

** (Alternative to coherent structure identification or single-front modeling).
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ABSTRACT: It has been hypothesized that submesoscale flows play an important role in the vertical transport of cli-
matically important tracers, due to their strong associated vertical velocities. However, the multiscale, nonlinear, and
Lagrangian nature of transport makes it challenging to attribute proportions of the tracer fluxes to certain processes, scales,
regions, or features. Here we show that criteria based on the surface vorticity and strain joint probability distribution
function (JPDF) effectively decompose the surface velocity field into distinguishable flow regions, and different flow fea-
tures, like fronts or eddies, are contained in different flow regions. The JPDF has a distinct shape and approximately parses
the flow into different scales, as stronger velocity gradients are usually associated with smaller scales. Conditioning the
vertical tracer transport on the vorticity–strain JPDF can therefore help to attribute the transport to different types of flows
and scales. Applied to a set of idealized Antarctic Circumpolar Current simulations that vary only in horizontal resolution,
this diagnostic approach demonstrates that small-scale strain-dominated regions that are generally associated with sub-
mesoscale fronts, despite theirminuscule spatial footprint, play an outsized role in exchanging tracers across themixed layer
base and are an important contributor to the large-scale tracer budgets. Resolving these flows not only adds extra flux at the
small scales, but also enhances the flux due to the larger-scale flows.
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1. Introduction

Accurate projections of future climate depend crucially on
our ability to constrain and predict themagnitude, distribution,
and efficiency of oceanic uptake of heat, oxygen, carbon, and
other important biogeochemical tracers. This tracer transport
is influenced by flows at many scales. While the importance of
mean flows and mesoscale eddies in transporting tracers has
been recognized for many decades (Price et al. 1987; Marshall
et al. 1993; Marshall 1997), recent evidence has suggested a
significant contribution from submesoscale flows.

Submesoscale flows are characterized by Rossby (Ro) and
Richardson (Ri) numbers that approach unity and are associ-
ated with lateral scales roughly an order of magnitude smaller
than the first internal deformation radius. This deviation
from geostrophy allows strong vertical velocities to develop.
They are usually more active near a boundary and can emerge
from instabilities of a mean horizontal buoyancy gradient
(Boccaletti et al. 2007; Fox-Kemper et al. 2008; Callies et al.
2016), stirring by mesoscale eddies (Hoskins and Bretherton
1972; Lapeyre and Klein 2006; Roullet et al. 2012), or by in-
teractions of fronts with surface forcing (Thomas et al. 2008).
Regardless of the generation mechanism, these scales play a

dominant role in setting the mixed layer properties (Su et al.
2018) and are thought to be key in transporting tracers across
the mixed layer base (e.g., Ferrari 2011; Lévy et al. 2018;
Mahadevan et al. 2020; Uchida et al. 2020).

Observational evidence highlighting the strong vertical
transport associated with individual submesoscale fronts has
grown over the years (Omand et al. 2015; Adams et al. 2017;
Olita et al. 2017; Ruiz et al. 2019; Archer et al. 2020; Siegelman
et al. 2020). Signatures of this transport are usually observed as
tracer filaments penetrating across the base of the mixed layer
along an isopycnal, or as strong vertical velocities that extend
far below the mixed layer base. However, observationally as-
sessing the impact of these structures on regional and global
scales remains challenging, due to a lack of statistical knowl-
edge about their strength and frequency.

Modeling studies have suggested that resolving submesoscale
flows quantitatively changes the tracer exchange across the
mixed layer base. Such models include those that simulate
single flow features like fronts or eddies (Mahadevan and
Tandon 2006; Ramachandran et al. 2014; Brannigan 2016;
Freilich and Mahadevan 2019), as well as those using large
domains that are many deformation radii in size and represent
a large region of the ocean (Lévy et al. 2001; Balwada et al.
2018; Klocker 2018; Uchida et al. 2019; Bachman and Klocker
2020). However, even given the complete spatiotemporal data
provided by models, the attribution of the enhanced vertical
transport to specific submesoscale processes, dynamics, or
scales is not straightforward.

The difficulty in attribution can be appreciated by consid-
ering the flow and tracer transport in the submesoscale-
resolving simulation of Balwada et al. (2018) (described in
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section 2a). The surface vorticity field clearly indicates the
presence of submesoscale features like fronts and eddies
(Fig. 1a), and a passive tracer that is introduced at the surface
reaches the interior in filaments and curtains that correspond
visually with these features (Fig. 1b). This correspondence
results from two factors1: the tracer is being injected into the
interior in regions associated with the strong submesoscale
filaments and fronts, and more importantly, once a tracer fil-
ament reaches sufficient depth, it gets stirred by the dominant
horizontal flow associated with these features at that depth. It
is important to note that the vertical velocity and tracer flux are
highly variable: a snapshot of vertical velocity is largely dom-
inated by high-frequency waves (Fig. 1c), and the magnitudes
of vertical flux in a snapshot (Figs. 1d,e) are two orders of
magnitude larger than its respective spatial average (Fig. 1f).
This suggests that a certain degree of spatiotemporal averaging
is required to elucidate the vertical transport process.

A number of different approaches have been used to attri-
bute transport to flow features or scales. The simplest, but
crudest, approach is Eulerian averaging over a spatial region
that is primarily associated with the features of interest (e.g.,
Balwada et al. 2018; Klocker 2018; Freilich and Mahadevan
2019). Estimating the wavenumber and/or frequency cross-
spectrum of the vertical fluxes over a fixed region helps provide
more insight by distinguishing the influence of different scales.

For example, Balwada et al. (2018) compared spectra of ver-
tical velocities and fluxes to show that internal waves, which
dominate the vertical velocities, have a negligible impact on
the tracer flux. However, this study also showed that the ver-
tical flux has a broadband signal, with a wide range of scales
contributing comparably. This broadband signal can be par-
tially understood by noting that a sharp front has a broadband
signal in a power spectrum (a result of the scaling theorem),
instead of a sharp peak, and only the shape of this spectrum
is not sufficient to know that it represents a sharp front (Armi
and Flament 1985; Franks 2005). Further, spectra of Eulerian
fields may also suffer from Doppler shifting: a geostrophically
balanced front being advected through a region by the meso-
scale flow may have an imprint at the superinertial frequencies
and suggest a lack of balance where none is present (Callies
et al. 2020).

Another approach is based on identifying coherent struc-
tures and estimating statistics following these structures. The
simplest identification methods define structures based on
some simple criteria [e.g., Capet et al. (2008) used a threshold
on the second derivative to define fronts], while the most
complex determine the structures using algorithms derived
rigorously from continuum mechanics and dynamical systems
theory (Haller 2015). The flow field is essentially cleaved into
regions that are identified as coherent structures, under par-
ticular selection criteria, and everything else. However, it is
often found that the regions around but outside the structure
boundaries are actually the most important for transport
(Abernathey and Haller 2018; Zhang et al. 2020). Furthermore,
in the presence of high-frequency motions (e.g., inertia–gravity

FIG. 1. The (a) surface vorticity, (b) tracer concentration, (c) vertical velocity, and (d) vertical tracer flux at 100-m depth 10 days after the
tracer source is introduced at the surface in a small region downstream of the ridge. (e) Histogram of vertical flux in the chosen region at
three different times. (f) Time series of the mean tracer flux in the chosen region. Notice that the mean tracer flux is almost two orders of
magnitude smaller than the range of the instantaneous fluxes.

1 Readers can also refer to the movies of the tracer field evolu-
tion in these simulations that are provided in the supplementary
material of Balwada et al. (2018).
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1. Introduction

Accurate projections of future climate depend crucially on
our ability to constrain and predict themagnitude, distribution,
and efficiency of oceanic uptake of heat, oxygen, carbon, and
other important biogeochemical tracers. This tracer transport
is influenced by flows at many scales. While the importance of
mean flows and mesoscale eddies in transporting tracers has
been recognized for many decades (Price et al. 1987; Marshall
et al. 1993; Marshall 1997), recent evidence has suggested a
significant contribution from submesoscale flows.

Submesoscale flows are characterized by Rossby (Ro) and
Richardson (Ri) numbers that approach unity and are associ-
ated with lateral scales roughly an order of magnitude smaller
than the first internal deformation radius. This deviation
from geostrophy allows strong vertical velocities to develop.
They are usually more active near a boundary and can emerge
from instabilities of a mean horizontal buoyancy gradient
(Boccaletti et al. 2007; Fox-Kemper et al. 2008; Callies et al.
2016), stirring by mesoscale eddies (Hoskins and Bretherton
1972; Lapeyre and Klein 2006; Roullet et al. 2012), or by in-
teractions of fronts with surface forcing (Thomas et al. 2008).
Regardless of the generation mechanism, these scales play a

dominant role in setting the mixed layer properties (Su et al.
2018) and are thought to be key in transporting tracers across
the mixed layer base (e.g., Ferrari 2011; Lévy et al. 2018;
Mahadevan et al. 2020; Uchida et al. 2020).

Observational evidence highlighting the strong vertical
transport associated with individual submesoscale fronts has
grown over the years (Omand et al. 2015; Adams et al. 2017;
Olita et al. 2017; Ruiz et al. 2019; Archer et al. 2020; Siegelman
et al. 2020). Signatures of this transport are usually observed as
tracer filaments penetrating across the base of the mixed layer
along an isopycnal, or as strong vertical velocities that extend
far below the mixed layer base. However, observationally as-
sessing the impact of these structures on regional and global
scales remains challenging, due to a lack of statistical knowl-
edge about their strength and frequency.

Modeling studies have suggested that resolving submesoscale
flows quantitatively changes the tracer exchange across the
mixed layer base. Such models include those that simulate
single flow features like fronts or eddies (Mahadevan and
Tandon 2006; Ramachandran et al. 2014; Brannigan 2016;
Freilich and Mahadevan 2019), as well as those using large
domains that are many deformation radii in size and represent
a large region of the ocean (Lévy et al. 2001; Balwada et al.
2018; Klocker 2018; Uchida et al. 2019; Bachman and Klocker
2020). However, even given the complete spatiotemporal data
provided by models, the attribution of the enhanced vertical
transport to specific submesoscale processes, dynamics, or
scales is not straightforward.

The difficulty in attribution can be appreciated by consid-
ering the flow and tracer transport in the submesoscale-
resolving simulation of Balwada et al. (2018) (described in

Denotes content that is immediately available upon publica-
tion as open access.

Dhruv Balwada and Qiyu Xiao contributed equally to this work.

Corresponding author: Dhruv Balwada, dbalwada@uw.edu

SEPTEMBER 2021 BALWADA ET AL . 2883

DOI: 10.1175/JPO-D-21-0016.1

! 2021 American Meteorological Society. For information regarding reuse of this content and general copyright information, consult the AMS Copyright
Policy (www.ametsoc.org/PUBSReuseLicenses).

�����������"����"���!��������� �����"�#�����������������#�
�!���������������������������	

[see also Shcherbina et al (2013 GRL)]

1 km 
z = 0

Can the statistics of the flow cleave the 
flux by process and scale? 

Better: consider JPDFs vorticity, strain, divergence

What gives rise to these shapes?  Why asymmetric?

divergence normalized by the absolute value of the Coriolis
frequency D/jf0j.

Snapshots of vorticity, strain, and tracer concentration at
three resolutions, presented in Fig. 2, clearly show the presence
of coherent features, with the visually prominent features be-
coming smaller in size and stronger in magnitude as resolution
is increased. In fact, the coherent features roughly correspond
to distinct signatures in vorticity and strain: cyclones have a
prominent high vorticity core and a weak imprint on strain,
fronts are associated with high-vorticity and high-strain fila-
ments, and so forth. The asymmetry in the vorticity field is also
clear at higher resolutions: the vorticity map is composed of a
broad but relatively weak negative vorticity soup punctuated

with sharp and long positive vorticity filaments and vortices.
Furthermore, the imprint of these flow features on the tracer is
clear, even below the mixed layer.

The distinct signature of different flow features on vorticity,
strain, and tracer concentration suggests that a statistical ap-
proach may reveal more quantitative connections. Inspired by
results presented in Shcherbina et al. (2013), we consider the
JPDF of surface vorticity and strain,

P(z,s), where

ðð

R

P(z,s) dz ds5 1, (3)

and the conditional means of different variables conditioned
on the surface vorticity and strain [(.)zs]. See appendix B for

FIG. 2. Snapshot of (a),(d),(g) surface vorticity; (b),(e),(h) surface strain; and (c),(f),(i) tracer concentration at the base of the mixed layer at
(top) 1-, (middle) 5-, and (bottom) 20-kmresolutions. The vorticity and strain are normalized by theCoriolis frequency.The snapshots are taken 4
months after the tracer forcing is turnedon.Thehorizontal dashed lines at y5 500 and 1500km in (a) encompass the analysis regionused formost
of the diagnostics in this study, and the dashed box downstream of the ridge indicates the region that is used for the fields in Fig. 4.
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divergence normalized by the absolute value of the Coriolis
frequency D/jf0j.

Snapshots of vorticity, strain, and tracer concentration at
three resolutions, presented in Fig. 2, clearly show the presence
of coherent features, with the visually prominent features be-
coming smaller in size and stronger in magnitude as resolution
is increased. In fact, the coherent features roughly correspond
to distinct signatures in vorticity and strain: cyclones have a
prominent high vorticity core and a weak imprint on strain,
fronts are associated with high-vorticity and high-strain fila-
ments, and so forth. The asymmetry in the vorticity field is also
clear at higher resolutions: the vorticity map is composed of a
broad but relatively weak negative vorticity soup punctuated

with sharp and long positive vorticity filaments and vortices.
Furthermore, the imprint of these flow features on the tracer is
clear, even below the mixed layer.

The distinct signature of different flow features on vorticity,
strain, and tracer concentration suggests that a statistical ap-
proach may reveal more quantitative connections. Inspired by
results presented in Shcherbina et al. (2013), we consider the
JPDF of surface vorticity and strain,

P(z,s), where

ðð

R

P(z,s) dz ds5 1, (3)

and the conditional means of different variables conditioned
on the surface vorticity and strain [(.)zs]. See appendix B for

FIG. 2. Snapshot of (a),(d),(g) surface vorticity; (b),(e),(h) surface strain; and (c),(f),(i) tracer concentration at the base of the mixed layer at
(top) 1-, (middle) 5-, and (bottom) 20-kmresolutions. The vorticity and strain are normalized by theCoriolis frequency.The snapshots are taken 4
months after the tracer forcing is turnedon.Thehorizontal dashed lines at y5 500 and 1500km in (a) encompass the analysis regionused formost
of the diagnostics in this study, and the dashed box downstream of the ridge indicates the region that is used for the fields in Fig. 4.
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associated ageostrophic divergence is small compared to
the jet’s vorticity and strain (points with jDj ! jzj would lie
on s5 jzj line). Barkan et al. (2019) has, however, revisited
this problem using asymptotic theory appropriate to sub-
mesoscale frontogenesis in the ocean’s well-mixed surface
layer. They show that when fronts are in turbulent thermal
wind balance (TTWB, Gula et al. 2014), with Ro ; O(1)
the associated ageostrophic divergence scales like the
vorticity and strain, i.e., jDj; jzj; s, which for ideal fronts
[Eq. (4)] would correspond to points further above the s 5 jzj

on the JPDF (e.g., points with jDj ’ jzj would lie on the
line s’

ffiffiffi
2

p
jzj).

This oceanic regime, where the divergence is comparable in
strength to strain and vorticity, is present in our simulation.
The conditional mean divergence (Dzs, Fig. 6) highlights the
presence of rapid convergence in SD regions. We also consider
a 3D JPDF of strain-vorticity divergence, presented as a series
of slices at various values of divergence in Fig. 6. Surface flows
with the strongest convergence and divergence, D/jf0j ; O(1)
lie almost exclusively in the SD region, in contrast to AVD and

FIG. 4. Surface vorticity–strain based flow decomposition. (a) Surface vorticity and (c) surface strain in a large-scale anticyclonic
meander downstream of the ridge (dashed box in Fig. 2). (b) The JPDF corresponding to this region. Bottom row shows the surface
vorticity decomposed based on where the grid points lie in the JPDF; corresponding to the (d) AVD, (e) CVD, and (f) SD regions.

FIG. 5. Properties of a typical front. (a) The surface temperature, (b) surface vorticity, (c) surface strain, and (d) the vorticity–strain
JPDF in a region with a strong front. A depth-across front section of the (e) temperature, (f) vertical velocity, and tracer on days (g) 8 and
(h) 10 after the tracer forcing is turned on. The black contours in (a), (e), (f), (g), and (h) are some chosen temperature contours to
highlight the front. The yellow contours in (e) show the meridional velocity, which is northward, decaying away from the front.
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Feature separation Vorticity-strain JPDF of sub-region

divergence normalized by the absolute value of the Coriolis
frequency D/jf0j.

Snapshots of vorticity, strain, and tracer concentration at
three resolutions, presented in Fig. 2, clearly show the presence
of coherent features, with the visually prominent features be-
coming smaller in size and stronger in magnitude as resolution
is increased. In fact, the coherent features roughly correspond
to distinct signatures in vorticity and strain: cyclones have a
prominent high vorticity core and a weak imprint on strain,
fronts are associated with high-vorticity and high-strain fila-
ments, and so forth. The asymmetry in the vorticity field is also
clear at higher resolutions: the vorticity map is composed of a
broad but relatively weak negative vorticity soup punctuated

with sharp and long positive vorticity filaments and vortices.
Furthermore, the imprint of these flow features on the tracer is
clear, even below the mixed layer.

The distinct signature of different flow features on vorticity,
strain, and tracer concentration suggests that a statistical ap-
proach may reveal more quantitative connections. Inspired by
results presented in Shcherbina et al. (2013), we consider the
JPDF of surface vorticity and strain,

P(z,s), where

ðð

R

P(z,s) dz ds5 1, (3)

and the conditional means of different variables conditioned
on the surface vorticity and strain [(.)zs]. See appendix B for

FIG. 2. Snapshot of (a),(d),(g) surface vorticity; (b),(e),(h) surface strain; and (c),(f),(i) tracer concentration at the base of the mixed layer at
(top) 1-, (middle) 5-, and (bottom) 20-kmresolutions. The vorticity and strain are normalized by theCoriolis frequency.The snapshots are taken 4
months after the tracer forcing is turnedon.Thehorizontal dashed lines at y5 500 and 1500km in (a) encompass the analysis regionused formost
of the diagnostics in this study, and the dashed box downstream of the ridge indicates the region that is used for the fields in Fig. 4.
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associated ageostrophic divergence is small compared to
the jet’s vorticity and strain (points with jDj ! jzj would lie
on s5 jzj line). Barkan et al. (2019) has, however, revisited
this problem using asymptotic theory appropriate to sub-
mesoscale frontogenesis in the ocean’s well-mixed surface
layer. They show that when fronts are in turbulent thermal
wind balance (TTWB, Gula et al. 2014), with Ro ; O(1)
the associated ageostrophic divergence scales like the
vorticity and strain, i.e., jDj; jzj; s, which for ideal fronts
[Eq. (4)] would correspond to points further above the s 5 jzj

on the JPDF (e.g., points with jDj ’ jzj would lie on the
line s’

ffiffiffi
2

p
jzj).

This oceanic regime, where the divergence is comparable in
strength to strain and vorticity, is present in our simulation.
The conditional mean divergence (Dzs, Fig. 6) highlights the
presence of rapid convergence in SD regions. We also consider
a 3D JPDF of strain-vorticity divergence, presented as a series
of slices at various values of divergence in Fig. 6. Surface flows
with the strongest convergence and divergence, D/jf0j ; O(1)
lie almost exclusively in the SD region, in contrast to AVD and

FIG. 4. Surface vorticity–strain based flow decomposition. (a) Surface vorticity and (c) surface strain in a large-scale anticyclonic
meander downstream of the ridge (dashed box in Fig. 2). (b) The JPDF corresponding to this region. Bottom row shows the surface
vorticity decomposed based on where the grid points lie in the JPDF; corresponding to the (d) AVD, (e) CVD, and (f) SD regions.

FIG. 5. Properties of a typical front. (a) The surface temperature, (b) surface vorticity, (c) surface strain, and (d) the vorticity–strain
JPDF in a region with a strong front. A depth-across front section of the (e) temperature, (f) vertical velocity, and tracer on days (g) 8 and
(h) 10 after the tracer forcing is turned on. The black contours in (a), (e), (f), (g), and (h) are some chosen temperature contours to
highlight the front. The yellow contours in (e) show the meridional velocity, which is northward, decaying away from the front.
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divergence normalized by the absolute value of the Coriolis
frequency D/jf0j.

Snapshots of vorticity, strain, and tracer concentration at
three resolutions, presented in Fig. 2, clearly show the presence
of coherent features, with the visually prominent features be-
coming smaller in size and stronger in magnitude as resolution
is increased. In fact, the coherent features roughly correspond
to distinct signatures in vorticity and strain: cyclones have a
prominent high vorticity core and a weak imprint on strain,
fronts are associated with high-vorticity and high-strain fila-
ments, and so forth. The asymmetry in the vorticity field is also
clear at higher resolutions: the vorticity map is composed of a
broad but relatively weak negative vorticity soup punctuated

with sharp and long positive vorticity filaments and vortices.
Furthermore, the imprint of these flow features on the tracer is
clear, even below the mixed layer.

The distinct signature of different flow features on vorticity,
strain, and tracer concentration suggests that a statistical ap-
proach may reveal more quantitative connections. Inspired by
results presented in Shcherbina et al. (2013), we consider the
JPDF of surface vorticity and strain,

P(z,s), where

ðð

R

P(z,s) dz ds5 1, (3)

and the conditional means of different variables conditioned
on the surface vorticity and strain [(.)zs]. See appendix B for

FIG. 2. Snapshot of (a),(d),(g) surface vorticity; (b),(e),(h) surface strain; and (c),(f),(i) tracer concentration at the base of the mixed layer at
(top) 1-, (middle) 5-, and (bottom) 20-kmresolutions. The vorticity and strain are normalized by theCoriolis frequency.The snapshots are taken 4
months after the tracer forcing is turnedon.Thehorizontal dashed lines at y5 500 and 1500km in (a) encompass the analysis regionused formost
of the diagnostics in this study, and the dashed box downstream of the ridge indicates the region that is used for the fields in Fig. 4.

2886 JOURNAL OF PHYS ICAL OCEANOGRAPHY VOLUME 51

�����������"����"���!��������� �����"�#�����������������#�
�!���������������������������	

associated ageostrophic divergence is small compared to
the jet’s vorticity and strain (points with jDj ! jzj would lie
on s5 jzj line). Barkan et al. (2019) has, however, revisited
this problem using asymptotic theory appropriate to sub-
mesoscale frontogenesis in the ocean’s well-mixed surface
layer. They show that when fronts are in turbulent thermal
wind balance (TTWB, Gula et al. 2014), with Ro ; O(1)
the associated ageostrophic divergence scales like the
vorticity and strain, i.e., jDj; jzj; s, which for ideal fronts
[Eq. (4)] would correspond to points further above the s 5 jzj

on the JPDF (e.g., points with jDj ’ jzj would lie on the
line s’

ffiffiffi
2

p
jzj).

This oceanic regime, where the divergence is comparable in
strength to strain and vorticity, is present in our simulation.
The conditional mean divergence (Dzs, Fig. 6) highlights the
presence of rapid convergence in SD regions. We also consider
a 3D JPDF of strain-vorticity divergence, presented as a series
of slices at various values of divergence in Fig. 6. Surface flows
with the strongest convergence and divergence, D/jf0j ; O(1)
lie almost exclusively in the SD region, in contrast to AVD and

FIG. 4. Surface vorticity–strain based flow decomposition. (a) Surface vorticity and (c) surface strain in a large-scale anticyclonic
meander downstream of the ridge (dashed box in Fig. 2). (b) The JPDF corresponding to this region. Bottom row shows the surface
vorticity decomposed based on where the grid points lie in the JPDF; corresponding to the (d) AVD, (e) CVD, and (f) SD regions.

FIG. 5. Properties of a typical front. (a) The surface temperature, (b) surface vorticity, (c) surface strain, and (d) the vorticity–strain
JPDF in a region with a strong front. A depth-across front section of the (e) temperature, (f) vertical velocity, and tracer on days (g) 8 and
(h) 10 after the tracer forcing is turned on. The black contours in (a), (e), (f), (g), and (h) are some chosen temperature contours to
highlight the front. The yellow contours in (e) show the meridional velocity, which is northward, decaying away from the front.
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Front-ish

associated ageostrophic divergence is small compared to
the jet’s vorticity and strain (points with jDj ! jzj would lie
on s5 jzj line). Barkan et al. (2019) has, however, revisited
this problem using asymptotic theory appropriate to sub-
mesoscale frontogenesis in the ocean’s well-mixed surface
layer. They show that when fronts are in turbulent thermal
wind balance (TTWB, Gula et al. 2014), with Ro ; O(1)
the associated ageostrophic divergence scales like the
vorticity and strain, i.e., jDj; jzj; s, which for ideal fronts
[Eq. (4)] would correspond to points further above the s 5 jzj

on the JPDF (e.g., points with jDj ’ jzj would lie on the
line s’

ffiffiffi
2

p
jzj).

This oceanic regime, where the divergence is comparable in
strength to strain and vorticity, is present in our simulation.
The conditional mean divergence (Dzs, Fig. 6) highlights the
presence of rapid convergence in SD regions. We also consider
a 3D JPDF of strain-vorticity divergence, presented as a series
of slices at various values of divergence in Fig. 6. Surface flows
with the strongest convergence and divergence, D/jf0j ; O(1)
lie almost exclusively in the SD region, in contrast to AVD and

FIG. 4. Surface vorticity–strain based flow decomposition. (a) Surface vorticity and (c) surface strain in a large-scale anticyclonic
meander downstream of the ridge (dashed box in Fig. 2). (b) The JPDF corresponding to this region. Bottom row shows the surface
vorticity decomposed based on where the grid points lie in the JPDF; corresponding to the (d) AVD, (e) CVD, and (f) SD regions.

FIG. 5. Properties of a typical front. (a) The surface temperature, (b) surface vorticity, (c) surface strain, and (d) the vorticity–strain
JPDF in a region with a strong front. A depth-across front section of the (e) temperature, (f) vertical velocity, and tracer on days (g) 8 and
(h) 10 after the tracer forcing is turned on. The black contours in (a), (e), (f), (g), and (h) are some chosen temperature contours to
highlight the front. The yellow contours in (e) show the meridional velocity, which is northward, decaying away from the front.
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Front-ish

Why fronts along 
strain ~ vorticity 
line?

AC

associated ageostrophic divergence is small compared to
the jet’s vorticity and strain (points with jDj ! jzj would lie
on s5 jzj line). Barkan et al. (2019) has, however, revisited
this problem using asymptotic theory appropriate to sub-
mesoscale frontogenesis in the ocean’s well-mixed surface
layer. They show that when fronts are in turbulent thermal
wind balance (TTWB, Gula et al. 2014), with Ro ; O(1)
the associated ageostrophic divergence scales like the
vorticity and strain, i.e., jDj; jzj; s, which for ideal fronts
[Eq. (4)] would correspond to points further above the s 5 jzj

on the JPDF (e.g., points with jDj ’ jzj would lie on the
line s’

ffiffiffi
2

p
jzj).

This oceanic regime, where the divergence is comparable in
strength to strain and vorticity, is present in our simulation.
The conditional mean divergence (Dzs, Fig. 6) highlights the
presence of rapid convergence in SD regions. We also consider
a 3D JPDF of strain-vorticity divergence, presented as a series
of slices at various values of divergence in Fig. 6. Surface flows
with the strongest convergence and divergence, D/jf0j ; O(1)
lie almost exclusively in the SD region, in contrast to AVD and

FIG. 4. Surface vorticity–strain based flow decomposition. (a) Surface vorticity and (c) surface strain in a large-scale anticyclonic
meander downstream of the ridge (dashed box in Fig. 2). (b) The JPDF corresponding to this region. Bottom row shows the surface
vorticity decomposed based on where the grid points lie in the JPDF; corresponding to the (d) AVD, (e) CVD, and (f) SD regions.

FIG. 5. Properties of a typical front. (a) The surface temperature, (b) surface vorticity, (c) surface strain, and (d) the vorticity–strain
JPDF in a region with a strong front. A depth-across front section of the (e) temperature, (f) vertical velocity, and tracer on days (g) 8 and
(h) 10 after the tracer forcing is turned on. The black contours in (a), (e), (f), (g), and (h) are some chosen temperature contours to
highlight the front. The yellow contours in (e) show the meridional velocity, which is northward, decaying away from the front.

2888 JOURNAL OF PHYS ICAL OCEANOGRAPHY VOLUME 51

�����������"����"���!��������� �����"�#�����������������#�
�!���������������������������	

AC

C

associated ageostrophic divergence is small compared to
the jet’s vorticity and strain (points with jDj ! jzj would lie
on s5 jzj line). Barkan et al. (2019) has, however, revisited
this problem using asymptotic theory appropriate to sub-
mesoscale frontogenesis in the ocean’s well-mixed surface
layer. They show that when fronts are in turbulent thermal
wind balance (TTWB, Gula et al. 2014), with Ro ; O(1)
the associated ageostrophic divergence scales like the
vorticity and strain, i.e., jDj; jzj; s, which for ideal fronts
[Eq. (4)] would correspond to points further above the s 5 jzj

on the JPDF (e.g., points with jDj ’ jzj would lie on the
line s’

ffiffiffi
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jzj).

This oceanic regime, where the divergence is comparable in
strength to strain and vorticity, is present in our simulation.
The conditional mean divergence (Dzs, Fig. 6) highlights the
presence of rapid convergence in SD regions. We also consider
a 3D JPDF of strain-vorticity divergence, presented as a series
of slices at various values of divergence in Fig. 6. Surface flows
with the strongest convergence and divergence, D/jf0j ; O(1)
lie almost exclusively in the SD region, in contrast to AVD and

FIG. 4. Surface vorticity–strain based flow decomposition. (a) Surface vorticity and (c) surface strain in a large-scale anticyclonic
meander downstream of the ridge (dashed box in Fig. 2). (b) The JPDF corresponding to this region. Bottom row shows the surface
vorticity decomposed based on where the grid points lie in the JPDF; corresponding to the (d) AVD, (e) CVD, and (f) SD regions.

FIG. 5. Properties of a typical front. (a) The surface temperature, (b) surface vorticity, (c) surface strain, and (d) the vorticity–strain
JPDF in a region with a strong front. A depth-across front section of the (e) temperature, (f) vertical velocity, and tracer on days (g) 8 and
(h) 10 after the tracer forcing is turned on. The black contours in (a), (e), (f), (g), and (h) are some chosen temperature contours to
highlight the front. The yellow contours in (e) show the meridional velocity, which is northward, decaying away from the front.
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Consider a straight front in  
y-direction:

⇣ = vx
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so
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⇣2 + �2 > |⇣|
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Submesoscale fronts

� = ux
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● Convergent (δ < 0), and   
● Strongly cyclonic (ζ > 0) on downwelling, cold side 
● Strong submesoscale upper ocean fronts have |δ| ~ |ζ| 

(Barkan 2019) so max strain like 

Typical small front in 1km run

associated ageostrophic divergence is small compared to
the jet’s vorticity and strain (points with jDj ! jzj would lie
on s5 jzj line). Barkan et al. (2019) has, however, revisited
this problem using asymptotic theory appropriate to sub-
mesoscale frontogenesis in the ocean’s well-mixed surface
layer. They show that when fronts are in turbulent thermal
wind balance (TTWB, Gula et al. 2014), with Ro ; O(1)
the associated ageostrophic divergence scales like the
vorticity and strain, i.e., jDj; jzj; s, which for ideal fronts
[Eq. (4)] would correspond to points further above the s 5 jzj

on the JPDF (e.g., points with jDj ’ jzj would lie on the
line s’

ffiffiffi
2

p
jzj).

This oceanic regime, where the divergence is comparable in
strength to strain and vorticity, is present in our simulation.
The conditional mean divergence (Dzs, Fig. 6) highlights the
presence of rapid convergence in SD regions. We also consider
a 3D JPDF of strain-vorticity divergence, presented as a series
of slices at various values of divergence in Fig. 6. Surface flows
with the strongest convergence and divergence, D/jf0j ; O(1)
lie almost exclusively in the SD region, in contrast to AVD and

FIG. 4. Surface vorticity–strain based flow decomposition. (a) Surface vorticity and (c) surface strain in a large-scale anticyclonic
meander downstream of the ridge (dashed box in Fig. 2). (b) The JPDF corresponding to this region. Bottom row shows the surface
vorticity decomposed based on where the grid points lie in the JPDF; corresponding to the (d) AVD, (e) CVD, and (f) SD regions.

FIG. 5. Properties of a typical front. (a) The surface temperature, (b) surface vorticity, (c) surface strain, and (d) the vorticity–strain
JPDF in a region with a strong front. A depth-across front section of the (e) temperature, (f) vertical velocity, and tracer on days (g) 8 and
(h) 10 after the tracer forcing is turned on. The black contours in (a), (e), (f), (g), and (h) are some chosen temperature contours to
highlight the front. The yellow contours in (e) show the meridional velocity, which is northward, decaying away from the front.
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This oceanic regime, where the divergence is comparable in
strength to strain and vorticity, is present in our simulation.
The conditional mean divergence (Dzs, Fig. 6) highlights the
presence of rapid convergence in SD regions. We also consider
a 3D JPDF of strain-vorticity divergence, presented as a series
of slices at various values of divergence in Fig. 6. Surface flows
with the strongest convergence and divergence, D/jf0j ; O(1)
lie almost exclusively in the SD region, in contrast to AVD and

FIG. 4. Surface vorticity–strain based flow decomposition. (a) Surface vorticity and (c) surface strain in a large-scale anticyclonic
meander downstream of the ridge (dashed box in Fig. 2). (b) The JPDF corresponding to this region. Bottom row shows the surface
vorticity decomposed based on where the grid points lie in the JPDF; corresponding to the (d) AVD, (e) CVD, and (f) SD regions.

FIG. 5. Properties of a typical front. (a) The surface temperature, (b) surface vorticity, (c) surface strain, and (d) the vorticity–strain
JPDF in a region with a strong front. A depth-across front section of the (e) temperature, (f) vertical velocity, and tracer on days (g) 8 and
(h) 10 after the tracer forcing is turned on. The black contours in (a), (e), (f), (g), and (h) are some chosen temperature contours to
highlight the front. The yellow contours in (e) show the meridional velocity, which is northward, decaying away from the front.
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associated ageostrophic divergence is small compared to
the jet’s vorticity and strain (points with jDj ! jzj would lie
on s5 jzj line). Barkan et al. (2019) has, however, revisited
this problem using asymptotic theory appropriate to sub-
mesoscale frontogenesis in the ocean’s well-mixed surface
layer. They show that when fronts are in turbulent thermal
wind balance (TTWB, Gula et al. 2014), with Ro ; O(1)
the associated ageostrophic divergence scales like the
vorticity and strain, i.e., jDj; jzj; s, which for ideal fronts
[Eq. (4)] would correspond to points further above the s 5 jzj
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This oceanic regime, where the divergence is comparable in
strength to strain and vorticity, is present in our simulation.
The conditional mean divergence (Dzs, Fig. 6) highlights the
presence of rapid convergence in SD regions. We also consider
a 3D JPDF of strain-vorticity divergence, presented as a series
of slices at various values of divergence in Fig. 6. Surface flows
with the strongest convergence and divergence, D/jf0j ; O(1)
lie almost exclusively in the SD region, in contrast to AVD and

FIG. 4. Surface vorticity–strain based flow decomposition. (a) Surface vorticity and (c) surface strain in a large-scale anticyclonic
meander downstream of the ridge (dashed box in Fig. 2). (b) The JPDF corresponding to this region. Bottom row shows the surface
vorticity decomposed based on where the grid points lie in the JPDF; corresponding to the (d) AVD, (e) CVD, and (f) SD regions.

FIG. 5. Properties of a typical front. (a) The surface temperature, (b) surface vorticity, (c) surface strain, and (d) the vorticity–strain
JPDF in a region with a strong front. A depth-across front section of the (e) temperature, (f) vertical velocity, and tracer on days (g) 8 and
(h) 10 after the tracer forcing is turned on. The black contours in (a), (e), (f), (g), and (h) are some chosen temperature contours to
highlight the front. The yellow contours in (e) show the meridional velocity, which is northward, decaying away from the front.
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on s5 jzj line). Barkan et al. (2019) has, however, revisited
this problem using asymptotic theory appropriate to sub-
mesoscale frontogenesis in the ocean’s well-mixed surface
layer. They show that when fronts are in turbulent thermal
wind balance (TTWB, Gula et al. 2014), with Ro ; O(1)
the associated ageostrophic divergence scales like the
vorticity and strain, i.e., jDj; jzj; s, which for ideal fronts
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This oceanic regime, where the divergence is comparable in
strength to strain and vorticity, is present in our simulation.
The conditional mean divergence (Dzs, Fig. 6) highlights the
presence of rapid convergence in SD regions. We also consider
a 3D JPDF of strain-vorticity divergence, presented as a series
of slices at various values of divergence in Fig. 6. Surface flows
with the strongest convergence and divergence, D/jf0j ; O(1)
lie almost exclusively in the SD region, in contrast to AVD and

FIG. 4. Surface vorticity–strain based flow decomposition. (a) Surface vorticity and (c) surface strain in a large-scale anticyclonic
meander downstream of the ridge (dashed box in Fig. 2). (b) The JPDF corresponding to this region. Bottom row shows the surface
vorticity decomposed based on where the grid points lie in the JPDF; corresponding to the (d) AVD, (e) CVD, and (f) SD regions.

FIG. 5. Properties of a typical front. (a) The surface temperature, (b) surface vorticity, (c) surface strain, and (d) the vorticity–strain
JPDF in a region with a strong front. A depth-across front section of the (e) temperature, (f) vertical velocity, and tracer on days (g) 8 and
(h) 10 after the tracer forcing is turned on. The black contours in (a), (e), (f), (g), and (h) are some chosen temperature contours to
highlight the front. The yellow contours in (e) show the meridional velocity, which is northward, decaying away from the front.
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FIG. 4. Surface vorticity–strain based flow decomposition. (a) Surface vorticity and (c) surface strain in a large-scale anticyclonic
meander downstream of the ridge (dashed box in Fig. 2). (b) The JPDF corresponding to this region. Bottom row shows the surface
vorticity decomposed based on where the grid points lie in the JPDF; corresponding to the (d) AVD, (e) CVD, and (f) SD regions.

FIG. 5. Properties of a typical front. (a) The surface temperature, (b) surface vorticity, (c) surface strain, and (d) the vorticity–strain
JPDF in a region with a strong front. A depth-across front section of the (e) temperature, (f) vertical velocity, and tracer on days (g) 8 and
(h) 10 after the tracer forcing is turned on. The black contours in (a), (e), (f), (g), and (h) are some chosen temperature contours to
highlight the front. The yellow contours in (e) show the meridional velocity, which is northward, decaying away from the front.
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divergence normalized by the absolute value of the Coriolis
frequency D/jf0j.

Snapshots of vorticity, strain, and tracer concentration at
three resolutions, presented in Fig. 2, clearly show the presence
of coherent features, with the visually prominent features be-
coming smaller in size and stronger in magnitude as resolution
is increased. In fact, the coherent features roughly correspond
to distinct signatures in vorticity and strain: cyclones have a
prominent high vorticity core and a weak imprint on strain,
fronts are associated with high-vorticity and high-strain fila-
ments, and so forth. The asymmetry in the vorticity field is also
clear at higher resolutions: the vorticity map is composed of a
broad but relatively weak negative vorticity soup punctuated

with sharp and long positive vorticity filaments and vortices.
Furthermore, the imprint of these flow features on the tracer is
clear, even below the mixed layer.

The distinct signature of different flow features on vorticity,
strain, and tracer concentration suggests that a statistical ap-
proach may reveal more quantitative connections. Inspired by
results presented in Shcherbina et al. (2013), we consider the
JPDF of surface vorticity and strain,

P(z,s), where

ðð

R

P(z,s) dz ds5 1, (3)

and the conditional means of different variables conditioned
on the surface vorticity and strain [(.)zs]. See appendix B for

FIG. 2. Snapshot of (a),(d),(g) surface vorticity; (b),(e),(h) surface strain; and (c),(f),(i) tracer concentration at the base of the mixed layer at
(top) 1-, (middle) 5-, and (bottom) 20-kmresolutions. The vorticity and strain are normalized by theCoriolis frequency.The snapshots are taken 4
months after the tracer forcing is turnedon.Thehorizontal dashed lines at y5 500 and 1500km in (a) encompass the analysis regionused formost
of the diagnostics in this study, and the dashed box downstream of the ridge indicates the region that is used for the fields in Fig. 4.
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of coherent features, with the visually prominent features be-
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to distinct signatures in vorticity and strain: cyclones have a
prominent high vorticity core and a weak imprint on strain,
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ments, and so forth. The asymmetry in the vorticity field is also
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JPDF of surface vorticity and strain,

P(z,s), where
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and the conditional means of different variables conditioned
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FIG. 2. Snapshot of (a),(d),(g) surface vorticity; (b),(e),(h) surface strain; and (c),(f),(i) tracer concentration at the base of the mixed layer at
(top) 1-, (middle) 5-, and (bottom) 20-kmresolutions. The vorticity and strain are normalized by theCoriolis frequency.The snapshots are taken 4
months after the tracer forcing is turnedon.Thehorizontal dashed lines at y5 500 and 1500km in (a) encompass the analysis regionused formost
of the diagnostics in this study, and the dashed box downstream of the ridge indicates the region that is used for the fields in Fig. 4.
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Divergence and flux binned by vorticity & strain

CVD regions that have comparable instances of convergence
and divergence that cancel each other out in the mean. This
exclusive association between SD regions and the strongest
surface convergence and divergence is suggestive that these
regions might have an outstanding impact on vertical tracer
fluxes. We confirm this hypothesis in section 3.

d. Scale dependence in vorticity–strain space

Regions of larger strain and vorticity are usually associated
with smaller scales, a result of the forward cascade of enstrophy.
Since the smaller scales are not resolved in lower-resolution

simulations, we expect that the range of vorticity and strain
values sampled will decrease with resolution. This is confirmed
by comparing the JPDFs from the simulations at different
resolutions. The upper row of Fig. 7 shows the JPDFs of vor-
ticity and strain for the 5- and 20-km simulations. Superposed
on each figure are the outer contours of the JPDFs from the
lower-resolution simulations, making it clear that the extent of
the JPDF shrinks in size as resolution is lowered.

An alternative way to compare across scales is to use a
coarse-graining filter on the highest resolution simulation. We
specifically define a scalar field coarse-grained to grid scale h as

FIG. 6. Relationship of surface divergence to vorticity and strain. (top) The mean surface divergence conditioned on surface vorticity–
strain. (bottom) Slices of the 3D vorticity–strain–divergence JPDF at particular values of surface divergence (as indicated in panel titles);
top row corresponds to convergent regions and bottom row to divergent regions. The gray contours and dashed lines are the same as
in Fig. 3.
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The coarse-grained vorticity is computed using the coarse-
grained velocities as zh ¼: ›xhyih 2 ›yhuih, and analogously for
the coarse-grained strain sh. The velocities on the C-grid from
MITgcm were linearly interpolated to the tracer point before
coarse-graining and then linearly interpolated to the lower-
resolution C-grid to compute finite difference gradients. This
process is appropriate because we want to compare the coarse-
grained flow field to the flow field from a lower-resolution
simulation.

The bottom row of Fig. 7 shows the JPDFs of vorticity and
strain for the 1-km simulation, coarse-grained to 5 km (Fig. 7c)
and 20 km (Fig. 7d). Remarkably, we see that the coarse-
graining procedure shrinks the extent of the JPDF to almost
exactly the contours for the lower-resolution simulations. We
tried a few different filtering techniques and found that this
qualitative result holds regardless of the exact methodology.
This demonstrates that as resolution is increased and more
submesoscale activity is admitted, the associated high strain
and vorticity values come from features that are too small to
resolve at lower resolution. Therefore, level-set contours of the
JPDF of vorticity and strain can also be used as proxies for
contours of lateral scales of flow features.

We use these ideas to segment the JPDF, and consequently
the surface flow, beyond the SD, AVD, and CVD regions. We
subdivide the SD region from the 1-km simulation into a part of
the 1-km JPDF that is also contained inside the extent of the
JPDF of the 5-km resolution simulation (the region above the
dashed lines and contained within the intermediate gray con-
tour in Fig. 3), and the part outside it (the region above the
dashed lines and between the outermost and intermediate gray
contours in Fig. 3). These regions, which we will refer to as

SD.5km and SD,5km regions, respectively, correspond roughly
to mesoscale SD (resolvable at 5 km) and submesoscale SD
(only resolvable at 1 km) regions. It is worth noting that while
the SD region in the 1-km simulation corresponds to approx-
imately 60% of the spatial area, the SD,5km region represents
less than 1% of the spatial area.Wewill use this decomposition
and the level-set contours of the vorticity–strain JPDF more
generally to parse the fluxes as an approximate function of
scale in section 3b.

3. Vertical velocities and tracer transport in
vorticity–strain space

Here we turn to the main theme of the paper: how to best
determine what regions and structures are responsible for the
vertical tracer exchange and how they change as resolution is
increased. Having established in the previous sections how flow
structures and scales are revealed in vorticity–strain space, we
now consider vertical transport in this frame. We first examine
vertical velocities conditioned on vorticity and strain and then
go on to study the impact of different regions in vorticity–strain
space on the transport of a tracer that is restored at the surface.

a. Vertical velocities

The conditional mean of vertical velocitywzs, Fig. 8, shows a
pattern that is reminiscent of the conditional mean of surface
divergence, Fig. 6. This pattern is very robust and emerges
qualitatively even if a single snapshot is used, suggesting that
the degree of spatial averaging implicit when estimating av-
erages conditioned on vorticity and strain is sufficient to filter
out the high-frequency wave field that dominates a spatial map
of vertical velocity (as seen in Fig. 1c).

The conditional mean vertical velocities in the CVD and
AVD regions are similar across resolutions—broadly, AVD

FIG. 7. Surface vorticity–strain JPDFs for the (a) 5- and (b) 20-km simulation, and for the coarse-grained ve-
locities from the 1-km simulation to (c) 5 and (d) 20 km, respectively. The gray contours and dashed lines are the
same as in Fig. 3. Note the changing axis limits with resolution, and relative to Fig. 3.
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the details of JPDF and conditional mean calculation for dis-
crete ranges and finite data.

The JPDF has a distinct shape (Fig. 3); it is centered near the
origin, extends along lines of s 5 jzj, and is skewed with a
longer cyclonic tail. This shape is a robust feature and has been
previously noted in other numerical simulations (Shcherbina
et al. 2013; Rocha et al. 2016), as well as in real oceanic flows
(Shcherbina et al. 2013; Berta et al. 2020). This shape probably
arises from a balance between the strength of the large-scale
instabilities energizing the mesoscale eddying flow, which
produces a cascade of gradients to smaller scales, and the
smaller-scale instabilities and dissipation halting the growth of
gradients at the finest scales (discussed further in appendix C).
Thus, the exact extent of the JPDF might vary regionally and
seasonally (Rocha et al. 2016).

In this study, we decompose the regions of the JPDF, and
thus correspondingly the flow field, into three parts: anticy-
clonic vorticity dominated (AVD) regions (z , 0 and s , jzj),
cyclonic vorticity dominated (CVD) regions (z . 0 and s ,
jzj), and strain dominated (SD) regions (s $ jzj). The flow
decomposition for a snapshot from the 1-km simulation in a
subregion (delineated by the dashed square in Fig. 2a), con-
sidered here as an example, highlights that different coherent
flow features are contained in different regions (Fig. 4). The
flow in this snapshot is composed of a large anticyclonic swirl,
embedded with fronts and cyclones. The reliability of our ad
hoc separation in roughly parsing flow features is supported by
separately plotting in x–y space the vorticity corresponding to
the AVD, CVD, and SD regions. As expected, the panel cor-
responding to the AVD region shows the presence of a large
anticyclonic swirl, the CVD region shows the presence of small
intense cyclones, and the SD region shows filamentary vorticity
streaks that correspond to fronts.

c. Signatures of fronts

Strain dominated (SD) regions are ubiquitous in the ocean
and occupy the largest fraction of the surface area in the sim-
ulations (approximately 60%); SD regions that are also asso-
ciated with strong gradients in buoyancy (Fig. C1b) are
referred to as fronts (e.g., Fig. 5 shows the structure of a rela-
tively straight front from the 1-km simulation). At fronts, the
vertical velocities can coherently and adiabatically connect the
mixed layer and the interior if the front is deep (Fig. 5e), thus
making them central in our study. Here we describe the ca-
nonical structure of fronts and try to better understand how
they map onto the vorticity–strain JPDF.

During the process of frontogenesis, when a background
flow is causing the surface density gradient to increase, an
ageostrophic secondary circulation develops with a tendency
to restratify the front: upwelling on the lighter side and
downwelling on the heavier side. Typical submesoscale fronts
tend to be asymmetric, with stronger cyclonic vorticity, con-
vergence, and vertical velocity on the downwelling side of the
front (Thomas et al. 2008; Shcherbina et al. 2013), as is evident
in Figs. 5b and 5f. This asymmetry arises due to the vorticity
tendency, ›tz5 (f 1 z)›zw1 ! ! !, having an asymmetric re-
sponse to vortex stretching (McWilliams 2016). The vortex
stretching near the surface strengthens the cyclonic vorticity,

while compression strengthens the anticyclonic vorticity.
However, when Ro ; O(1) the cyclonic vorticity strengthens
more rapidly. Additionally, inertial instability also limits the
range of anticyclonic vorticity that can be sustained (discussed
in appendix C).

The downwelling velocities at fronts can be very strong,
10–100m day21, and have the potential to rapidly transport
tracers to depth. We see signatures of this in Figs. 5g and 5h,
which shows that at the front the tracer penetrates as filaments
to a few 100m over the course of two days. In the particular
case considered here, the tracer filament is not always per-
fectly aligned with isopycnals, which highlights the three-
dimensionality of the transport process and is likely a result
of alongfront variations. The upwelling side of the front—with
largely upward vertical velocity—is also a site where deeper
water is brought to the surface, as highlighted by tracer-free
anomalies sliding upward along the front into the mixed layer.

Fronts generally have a strain magnitude (Fig. 5c) that is
equal to or greater than the vorticity, with a negative (conflu-
ent) divergence in the cross-front direction. This can be un-
derstood by considering an ideal straight front and a local
coordinate system oriented such that the alongfront jet points
in the ŷ direction. The alongfront surface velocity component
y(x)ŷ decays away from a peak at x5 0 in both directions. The
front-strengthening confluent flow, represented by u(x)x̂ has
u(x). 0 for x, 0, and u(x), 0 for x. 0. Then all y derivatives
of the velocity vanish, and the definitions in (1) and (2) can be
combined to show that

s2 5 z2 1D2 . (4)

This suggests that in the vorticity–strain JPDF (Fig. 5d) the
ideal front will have vorticity and strain values that lie above
the s5 jzj lines, at a distance that is determined by the strength
of the surface divergence.

In the Hoskins and Bretherton (1972) classical theory of
frontogenesis, with scaling for the atmospheric mesoscale, the

FIG. 3. Surface vorticity–strain JPDF for the 1-km simulation.
The gray contour lines correspond to the outer limits [P(z, s) 5
1025] for the JPDFs from the 1-, 5-, and 20-km simulations, with the
innermost contour corresponding to the lowest resolution and the
outermost contour corresponding to the highest resolution. In this
and all following plots on the z/f0 vs s/jf0j plane, the dashed lines
are thes5 jzj lines. These lines demarcate the boundaries between
the strain dominated (SD), anticyclonic vorticity dominated
(AVD), and cyclonic vorticity dominated (CVD) regions.
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divergence normalized by the absolute value of the Coriolis
frequency D/jf0j.

Snapshots of vorticity, strain, and tracer concentration at
three resolutions, presented in Fig. 2, clearly show the presence
of coherent features, with the visually prominent features be-
coming smaller in size and stronger in magnitude as resolution
is increased. In fact, the coherent features roughly correspond
to distinct signatures in vorticity and strain: cyclones have a
prominent high vorticity core and a weak imprint on strain,
fronts are associated with high-vorticity and high-strain fila-
ments, and so forth. The asymmetry in the vorticity field is also
clear at higher resolutions: the vorticity map is composed of a
broad but relatively weak negative vorticity soup punctuated

with sharp and long positive vorticity filaments and vortices.
Furthermore, the imprint of these flow features on the tracer is
clear, even below the mixed layer.

The distinct signature of different flow features on vorticity,
strain, and tracer concentration suggests that a statistical ap-
proach may reveal more quantitative connections. Inspired by
results presented in Shcherbina et al. (2013), we consider the
JPDF of surface vorticity and strain,

P(z,s), where

ðð

R

P(z,s) dz ds5 1, (3)

and the conditional means of different variables conditioned
on the surface vorticity and strain [(.)zs]. See appendix B for

FIG. 2. Snapshot of (a),(d),(g) surface vorticity; (b),(e),(h) surface strain; and (c),(f),(i) tracer concentration at the base of the mixed layer at
(top) 1-, (middle) 5-, and (bottom) 20-kmresolutions. The vorticity and strain are normalized by theCoriolis frequency.The snapshots are taken 4
months after the tracer forcing is turnedon.Thehorizontal dashed lines at y5 500 and 1500km in (a) encompass the analysis regionused formost
of the diagnostics in this study, and the dashed box downstream of the ridge indicates the region that is used for the fields in Fig. 4.
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The coarse-grained vorticity is computed using the coarse-
grained velocities as zh ¼: ›xhyih 2 ›yhuih, and analogously for
the coarse-grained strain sh. The velocities on the C-grid from
MITgcm were linearly interpolated to the tracer point before
coarse-graining and then linearly interpolated to the lower-
resolution C-grid to compute finite difference gradients. This
process is appropriate because we want to compare the coarse-
grained flow field to the flow field from a lower-resolution
simulation.

The bottom row of Fig. 7 shows the JPDFs of vorticity and
strain for the 1-km simulation, coarse-grained to 5 km (Fig. 7c)
and 20 km (Fig. 7d). Remarkably, we see that the coarse-
graining procedure shrinks the extent of the JPDF to almost
exactly the contours for the lower-resolution simulations. We
tried a few different filtering techniques and found that this
qualitative result holds regardless of the exact methodology.
This demonstrates that as resolution is increased and more
submesoscale activity is admitted, the associated high strain
and vorticity values come from features that are too small to
resolve at lower resolution. Therefore, level-set contours of the
JPDF of vorticity and strain can also be used as proxies for
contours of lateral scales of flow features.

We use these ideas to segment the JPDF, and consequently
the surface flow, beyond the SD, AVD, and CVD regions. We
subdivide the SD region from the 1-km simulation into a part of
the 1-km JPDF that is also contained inside the extent of the
JPDF of the 5-km resolution simulation (the region above the
dashed lines and contained within the intermediate gray con-
tour in Fig. 3), and the part outside it (the region above the
dashed lines and between the outermost and intermediate gray
contours in Fig. 3). These regions, which we will refer to as

SD.5km and SD,5km regions, respectively, correspond roughly
to mesoscale SD (resolvable at 5 km) and submesoscale SD
(only resolvable at 1 km) regions. It is worth noting that while
the SD region in the 1-km simulation corresponds to approx-
imately 60% of the spatial area, the SD,5km region represents
less than 1% of the spatial area.Wewill use this decomposition
and the level-set contours of the vorticity–strain JPDF more
generally to parse the fluxes as an approximate function of
scale in section 3b.

3. Vertical velocities and tracer transport in
vorticity–strain space

Here we turn to the main theme of the paper: how to best
determine what regions and structures are responsible for the
vertical tracer exchange and how they change as resolution is
increased. Having established in the previous sections how flow
structures and scales are revealed in vorticity–strain space, we
now consider vertical transport in this frame. We first examine
vertical velocities conditioned on vorticity and strain and then
go on to study the impact of different regions in vorticity–strain
space on the transport of a tracer that is restored at the surface.

a. Vertical velocities

The conditional mean of vertical velocitywzs, Fig. 8, shows a
pattern that is reminiscent of the conditional mean of surface
divergence, Fig. 6. This pattern is very robust and emerges
qualitatively even if a single snapshot is used, suggesting that
the degree of spatial averaging implicit when estimating av-
erages conditioned on vorticity and strain is sufficient to filter
out the high-frequency wave field that dominates a spatial map
of vertical velocity (as seen in Fig. 1c).

The conditional mean vertical velocities in the CVD and
AVD regions are similar across resolutions—broadly, AVD

FIG. 7. Surface vorticity–strain JPDFs for the (a) 5- and (b) 20-km simulation, and for the coarse-grained ve-
locities from the 1-km simulation to (c) 5 and (d) 20 km, respectively. The gray contours and dashed lines are the
same as in Fig. 3. Note the changing axis limits with resolution, and relative to Fig. 3.
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The coarse-grained vorticity is computed using the coarse-
grained velocities as zh ¼: ›xhyih 2 ›yhuih, and analogously for
the coarse-grained strain sh. The velocities on the C-grid from
MITgcm were linearly interpolated to the tracer point before
coarse-graining and then linearly interpolated to the lower-
resolution C-grid to compute finite difference gradients. This
process is appropriate because we want to compare the coarse-
grained flow field to the flow field from a lower-resolution
simulation.

The bottom row of Fig. 7 shows the JPDFs of vorticity and
strain for the 1-km simulation, coarse-grained to 5 km (Fig. 7c)
and 20 km (Fig. 7d). Remarkably, we see that the coarse-
graining procedure shrinks the extent of the JPDF to almost
exactly the contours for the lower-resolution simulations. We
tried a few different filtering techniques and found that this
qualitative result holds regardless of the exact methodology.
This demonstrates that as resolution is increased and more
submesoscale activity is admitted, the associated high strain
and vorticity values come from features that are too small to
resolve at lower resolution. Therefore, level-set contours of the
JPDF of vorticity and strain can also be used as proxies for
contours of lateral scales of flow features.

We use these ideas to segment the JPDF, and consequently
the surface flow, beyond the SD, AVD, and CVD regions. We
subdivide the SD region from the 1-km simulation into a part of
the 1-km JPDF that is also contained inside the extent of the
JPDF of the 5-km resolution simulation (the region above the
dashed lines and contained within the intermediate gray con-
tour in Fig. 3), and the part outside it (the region above the
dashed lines and between the outermost and intermediate gray
contours in Fig. 3). These regions, which we will refer to as

SD.5km and SD,5km regions, respectively, correspond roughly
to mesoscale SD (resolvable at 5 km) and submesoscale SD
(only resolvable at 1 km) regions. It is worth noting that while
the SD region in the 1-km simulation corresponds to approx-
imately 60% of the spatial area, the SD,5km region represents
less than 1% of the spatial area.Wewill use this decomposition
and the level-set contours of the vorticity–strain JPDF more
generally to parse the fluxes as an approximate function of
scale in section 3b.

3. Vertical velocities and tracer transport in
vorticity–strain space

Here we turn to the main theme of the paper: how to best
determine what regions and structures are responsible for the
vertical tracer exchange and how they change as resolution is
increased. Having established in the previous sections how flow
structures and scales are revealed in vorticity–strain space, we
now consider vertical transport in this frame. We first examine
vertical velocities conditioned on vorticity and strain and then
go on to study the impact of different regions in vorticity–strain
space on the transport of a tracer that is restored at the surface.

a. Vertical velocities

The conditional mean of vertical velocitywzs, Fig. 8, shows a
pattern that is reminiscent of the conditional mean of surface
divergence, Fig. 6. This pattern is very robust and emerges
qualitatively even if a single snapshot is used, suggesting that
the degree of spatial averaging implicit when estimating av-
erages conditioned on vorticity and strain is sufficient to filter
out the high-frequency wave field that dominates a spatial map
of vertical velocity (as seen in Fig. 1c).

The conditional mean vertical velocities in the CVD and
AVD regions are similar across resolutions—broadly, AVD

FIG. 7. Surface vorticity–strain JPDFs for the (a) 5- and (b) 20-km simulation, and for the coarse-grained ve-
locities from the 1-km simulation to (c) 5 and (d) 20 km, respectively. The gray contours and dashed lines are the
same as in Fig. 3. Note the changing axis limits with resolution, and relative to Fig. 3.
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regions have upwelling in the mixed layer and downwelling
below the mixed layer, while CVD regions are the opposite
with downwelling near the surface and upwelling deeper down.
The SD regions for the two lower-resolution simulations are
similar, with downwelling on the cyclonic side and upwelling
on the anticyclonic side, and this pattern does not vary signif-
icantly down to a few 100m below the mixed layer. This
suggests that the fronts at these resolutions are relatively
symmetric and easily reach below the mixed layer base. In
contrast, the SD region in the 1-km simulation is far from being
symmetric and shows significant changes with depth. Most of
the SD region at 1 km is characterized by downward velocities,
with the upward velocities present only very close to the
z 5 2s line. The strongest downwelling is in regions farther
away from the z 5 s line, where the surface divergence is the
strongest (cf. with Fig. 6).

Why do we find downwelling on the anticyclonic side of the
SD region (likely associated with the warm side of fronts), and
why does this occur only at the highest resolution? A plausible
explanation comes from contrasting the secondary circulation
associated with 2D frontogenesis in the quasigeostrophic (QG)
versus semigeostrophic (SG) equations (cf. Figs. 1.8 and 1.9 in
Shakespeare 2015). QG frontogenesis is symmetric, and even

as the front steepens in time, the vertical velocities are of
opposite sign on different sides of the frontal core at all
depths. In contrast, SG frontogenesis is not symmetric; the
cyclonic side of the front sharpens rapidly, and the region of
downwelling velocity, which is concentrated and strong on
this cyclonic side near the surface, decreases in strength but
widens laterally at depth to occupy part of the region that
is under the warm/anticyclonic side of the frontal core.
Frontogenesis at lower resolutions, characterized by lower
Ro and higher Ri, is bound to be more akin to QG dynamics,
while at the 1-km resolution the frontogenesis is likely
better-described by SG dynamics.

b. Vertical tracer transport

Having considered how vertical velocities vary in different
vorticity–strain regions, we now study how the different re-
gions work in unison to transport a tracer from the surface into
the interior. The tracer C in a control volume bounded hori-
zontally over a geographical area and vertically from the sea
floor to an arbitrary fixed depth (z) evolves approximately
according to the equation

›
t
hCiz 52wC1K›

z
C1FH(z1 dz1) , (6)

FIG. 8. Conditional mean of the vertical velocity conditioned on the surface vorticity and strain at different resolutions (columns) and
depths (rows). (a)–(c) The 1-km resolution, followed by (d)–(f) 5 and (g)–(i) 20 km. (left) The middle of the mixed layer (50m for 1 km,
75m for 5 km, and 90m for 20 km), (center) the base of themixed layer (100m for 1 km, 150m for 5 km, and 180m for 20 km), and (right) a
fixed depth of 250m. The gray contours and dashed lines are the same as in Fig. 3. Note the changing axis limits with resolution.
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We computed JPDFs of vorticity and strain for regions 
near South Africa in the LLC4320 simulation: 

What is signature of waves on JPDF? 



Region 1 Region 2 Region 3

Vorticity-
Divergence 
JPDF

Vorticity-
Strain JPDF

Why do these 
look  
so different?

SH SUMMER 

thin ML  
⟹ strong NIWs



LLC 4320 
summer 
Region 1

IGW surface 
field from  
GM spectrum

[made from velocity field of a superposition of IGWs following the GM 
spectrum, using code from Jeffrey Early: 
https://github.com/Energy-Pathways-Group/GLOceanKit ]

JPDF for wavy flow

(For balanced flow: 
                           )

Consider plane IGW:

Why this structure?

⟹

https://github.com/Energy-Pathways-Group/GLOceanKit


How to create a wave-free truth signal on which to train 
methods? 



Lagrangian filtering of LLC4320 Separating balanced and unbalanced flow at the surface  
of the Agulhas region using Lagrangian filtering 
Jones, C. Spencer, Q. Xiao, R. P. Abernathey, & K. Smith 
[Submitted to JAMES]

STEP 1: Seed model with grid of 
particles, run them forwards and 
backwards in time for 36hrs.

STEP 2:  Convolution filter in 
Lagrangian space - remove high 
frequencies in Lagrang velocities

STEP 3: Interpolate the filtered 
velocities back to Eulerian space.

This is a non-peer reviewed preprint. This work was submitted to JGR: Oceans on 19th May 2022.

Figure 1. Snapshot of surface speed in our domain. The blue box is region A and the green

box is region B. The white area in the north west of the domain is the southern part of Africa.

The white areas around the edge indicate locations where seeded particles leave the domain

within the 72 hour particle run.

SSH, ⌘, is

⌘(x, y, t) =
p0
b
(x, y, t)

⇢0g
� pa(x, y, t)

⇢0g| {z }
non-steric

�
Z 0

�H

⇢0(x, y, z, t)

⇢0
dz

| {z }
steric

, (1)

from Wang et al. (2018), where H is the ocean depth, p0
b
= pb � ⇢0gH represents the213

bottom pressure anomaly, pa is the atmospheric pressure, and the density ⇢ = ⇢0+⇢0(x, y, z, t).214

The steric component of SSH is controlled by baroclinic motions, including balanced flows,215

internal waves and internal tides. The non-steric component is governed by the total wa-216

ter mass in the column, which is itself controlled by barotropic motions including the barotropic217

tide.218

Following Wang et al. (2018), we rearrange equation (1) to calculate the steric height
from the total SSH, the atmospheric pressure and the bottom pressure:

⌘steric = ⌘ � p0
b

⇢0g
+

pa
⇢0g

(2)

The power spectrum of the steric height is shown by the orange dashed line in figure 2.219

In both region A and region B, the tidal peaks are much less prominent in the steric SSH220

than in the raw SSH (compare blue and orange lines in figure 2). The steric height still221

retains a peak at M2 and S2 frequencies, because the semidiurnal tide forces IGW mo-222

tions at these frequencies.223

If bottom pressure were not available, we could not calculate the steric height in224

this way. Because barotropic motions tend to have large spatial scales, we found that225

smoothing the SSH with a spatial filter (Grooms et al., 2021) that has a scale of 300km226

provides a good approximation of the steric height. The spectrum of the smoothed SSH227

is shown by the red dashed line in figure 2.228
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Figure 4. The isotropic frequency-wavenumber spectrum of horizontal velocity field calcu-

lated from the flow inside region A, the blue box of figure 1, for a) the unfiltered velocity field, b)

the !-filtered velocity, c)the Lagrangian filtered velocity and d) the !-k filtered velocity. e) The

frequency-wavenumber spectrum of Lagrangian filtered horizontal velocity minus the frequency-

wavenumber spectrum of the !-filtered velocity. The black horizontal line is the inertial fre-

quency and the blue horizontal line is the semidiurnal frequency. The green line is the tenth

baroclinic mode. The isotropic frequency-wavenumber spectrum is obtained by azimuthally-

averaging over all values of k, where k =
p

k2
x + k2

y.

slope lines, because |⇣| ⇡ � for fronts. Moreover, because large frontal vertical veloci-386

ties generate vortex stretching in the vorticity equation, submesoscale fronts are highly387

asymmetric and skewed toward positive vorticity, which appears as a long tail on the cy-388

clonic side of the JPDF. By contrast, wave-dominated super-inertial flows tend have |⇣| ⌧389

|�| ⇠ �, and thus have vorticity-strain JPDFs that are mostly symmetric and centered390
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Figure 7. a-d) Divergence (⇥10
5
s
�1

) of unfiltered and filtered velocities on day 35 in region

A, the blue box of figure 1, and e) the frontogenesis function (⇥10
14
kg

2
/m

8
/s). Thin black con-

tours show the 0.2 contour of the frontogenesis function. Inside the orange contour, the window

function used in !-k filtering is greater than 0.5: inside this contour, inaccuracies due to window-

ing should be negligible.

3.5 Geostrophy433

Across most of the ocean, surface velocities that are estimated by applying geostro-
phy to the unfiltered sea-surface height field are not good predictors of the true sea-surface
velocity field (Yu et al., 2021). Removing the inertia gravity wave signal removes veloc-
ities that are not in geostrophic balance, so we might expect that the filtered velocities

–16–
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Recent ML attempts by Qiyu:   

Using UNET CNN to learn vorticity, strain, divergence from SSH 
in channel simulation (not very wavy) 

Better:  use Lagrangian filtered data for LLC summer data (TBD) 



● 3 month of 6 hourly snapshot data from 1km channel simulation (randomly 
shuffled when training, so assume no time information learned) 

● South and north boundaries excluded 
● Day 1~75 for training, day 80~90 for testing 
● X<=1.25km for training, X>=1.35km for testing 
● Split to 64x64 non overlap regions for training 
● During prediction, predict every 64x64 regions but with overlap



64x32x32 
Layer 2

128x16x16 
Layer 3

128x16x16 
Layer 4

64x32x32 
Layer 5

1x64x64 
Input SSH

1x64x64 
Output 
vorticity

32x64x64 
Layer 6

32x64x64 
Layer 1

Blue Cuboids represent convolution layers. C x H x W = channels x height x width.   
Around 380000 parameters.

Unet structure



Comparison between true and predicted surface vorticity

Correlation with 
true: 0.95 
Skill: 0.69

Correlation with 
true: 0.8 
Skill: 0.2



Comparison between true and predicted surface vorticity-strain JPDF



Comparison between true and predicted mean surface 
divergence (conditioned on surface vorticity and strain)



● 1 month of hourly snapshot data from LLC 4320 winter (randomly shuffled 
when training, so assume no time information learned) 

● Day 0~25 for training, day 26~30 for testing 
● Each box around 20 degree by 20 degree (800x800 grid points) 
● No latitude/longitude information used during training 
● Split to 64x64 non overlap regions for training 
● During prediction, predict every 64x64 regions but with overlap

Try it with LLC4320 winter data (from Spencer et al)



Correlation: 0.9 
Skill: 0.54

True Predicted

Vorticity

Results

Vort-strain 
JPDF



•Vorticity-strain joint PDF increasingly asymmetric as resolution is increased 

•Additional high-strain, high-vorticity points due to new small-scale features 

•Vertical flux below ML, conditioned on vorticity & stain, is increasingly 
downward as resolution is increased 

•Taxonomy and scale dependence of vorticity-strain-divergence statistics 
indicates this additional downward flux is due to small-scale convergent 
fronts that penetrate ML base, despite high stratification 

•Distinct signature of waves on JPDFs suggests they may be useful in extracting 
transport-active flow from surface observations (if we have velocity...) 

•CNNs show skill in recovering surface velocity statistics from SSH, when waves 
are minimal, or filtered 

•Need new postdoc

Summary


